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Abstract

A large number of studies have investigated the calibration of traffic simulation models for recurrent congestion conditions. However, very limited research has been done to support the validation and calibration of simulation models for incident conditions. As the data archives of Intelligent Transportation Systems (ITS) become more widely available, the utilization of such archives for the development and calibration of simulation models, for both incident and no-incident conditions, will become a logical option. This study investigates the utilization of ITS data archives to support the use of simulation to model incident conditions. The results from this study indicate that simulation model parameters should be fine-tuned to produce the expected or measured drops in capacity and incident impacts on system performance.

ITS data can provide valuable information to support this process including incident attributes, associated incident management activities, traffic performance measures, and other inputs required to the modeling process. Simply specifying lane blockages in the simulation without the proper fine-tuning of simulation model parameters is not sufficient to reproduce the expected impacts of incidents in the simulation.
1. Introduction

Traffic incidents have significant impacts on the performance of transportation systems. These incidents can reduce roadway capacity and result in excessive queues and delays. Advanced Transportation Management Systems (ATMS) have been applied successfully to minimize the negative impacts of incidents on traffic operations. However, to improve the effectiveness of ATMS, there is a need to assess how different types of incidents affect traffic operations and the impacts of various incident management strategies and technologies on system performance. Many of the existing studies used for such assessments have utilized analytical methods such as queuing and shock wave analyses. Hadi et al. [1] have also utilized the freeway facility analysis procedures in the Highway Capacity Manual (HCM) [2] for this purpose.

This procedure uses shock wave analysis combined with other HCM procedures to assess the impacts of queuing, such as for cases in which the capacity drops due to incidents.

Microscopic traffic simulation modeling has been proposed as a more detailed, flexible, and potentially more accurate, approach for assessing the impacts of incidents and management strategies. A microscopic simulation tool can model individual vehicles on a roadway network, typically on a second-by-second, or a fraction of a second, basis. Microscopic simulation models have the benefit of being able to model complex roadway geometries, traffic control devices, integrated multi-facility operations, variations in vehicle characteristics, and variations in driver behaviors. These simulation model’s capabilities are beyond those of the existing analytical methods. However, modeling microscopic driver behaviors is difficult under normal traffic conditions and even more difficult under incident conditions. Limited research has been done to understand how incidents impact microscopic driver behaviors, such as lane changing and vehicle following, which are critical to the accuracy of microscopic traffic simulation modeling. These microscopic behaviors directly impact the macroscopic traffic performance measures, such as throughput, density, speed, and queue length, as assessed by the simulation models.

A large number of studies have investigated methods to calibrate simulation models for recurrent conditions. For example, Volume 3 of the Traffic Analysis Toolbox series produced by the Federal Highway Administration (FHWA) [3] includes guidelines for calibrating traffic micro-simulation modeling tools. Volume 4 of that series [4] presents guidelines that are specific to the calibration of the CORSIM microscopic simulation tools. However, very limited research has been done to identify those methods with which to validate and calibrate simulation models for incident conditions.

Intelligent Transportation Systems (ITS) agencies have used traffic detectors to collect measurements of traffic flow parameters for operational purposes. In recent years, these agencies have started archiving the data collected by these devices [5]. As ITS data archives become more widely available, the utilization of such archives for the development and calibration of simulation models for both incident and no-incident conditions will become a logical option. This utilization allows a significantly lower cost and a more effective development and calibration as compared to the utilization of data collected using traditional methods. The additional details provided by the ITS data will allow for better representations of real-world environments in simulation applications. This study investigates the utilization of ITS data archives to support the use of simulation to model incident conditions. The ITS data archives utilized include detailed incident management and point traffic detector data.

2. Previous studies on incident impacts

Traffic incidents can introduce two types of changes that can impact traffic operations; changes in the roadway environment and changes in driver behaviors. Examples of changes in the roadway environment include capacity reductions due to lane and/or shoulder closures and changes to traffic control strategies such as ramp metering, incident site control, and dynamic message sign activation. On the other hand, changes in driver behaviors include changes in the microscopic (tactical and operational) driving behaviors, such as lane changing, car following, speed, gap acceptance, and accelerating behaviors. In addition, incidents can modify strategic driving behaviors such as changes to trip route, mode, and time choices.

There are a limited number of studies that have investigated the impacts of traffic incidents. These studies mostly focused on the impacts on macroscopic traffic measures such as the reduction in capacity, rather than on microscopic traffic parameters such as lane changing and car following parameters. The reason is that the impacts on macroscopic measures can be more easily assessed by utilizing current data collection technologies. This section includes a review of the studies available on the subject.

2.1 Incident impacts on roadway environment

The studies of incident impacts on the roadway environment have mostly focused on the reductions in capacity due to incidents. These capacity reductions were studied by Goolsby [6] in 1970. He concluded that an incident, blocking one lane out of three lanes, reduces capacity by about 50%. He also concluded that an incident, blocking two lanes out of three lanes, reduces the capacity by about 79%. HCM 2000 [2] provides estimates of the remaining capacity during incident conditions as a function of the number of the blocked lanes (or shoulder) and the number of lanes of the
highway section under consideration. The HCM estimates have been widely used in studies that investigated the effects of incident management strategies on system performance.

A study by Qi and Smith [7] found, based on data collected in the Hampton Roads in Virginia, that the capacity reduction with one lane blocked out of three lanes can be modeled as a Beta distribution with an average of 63% and a standard deviation of 14%. The study also found that the capacity reduction due to two blocked lanes out of three lanes can be modeled as a Beta distribution with an average of 77% and a standard deviation of 12%. Knopp et al. [8] found that in the case of a blocked driving lane, the queue discharge rate for each available lane is reduced by 50%. They also found that the queue discharge rate is reduced by 30% when the driving lanes are open but there is an incident on the shoulder or on the opposite direction of travel.

Hadi et al. [9] adjusted the parameters of three widely used microscopic simulation tools to determine their abilities to replicate the reported reductions in capacities due to traffic incidents. They concluded that it was possible to fine tune the parameters of the three simulation tools to simulate the drops in capacities due to incident lane blockages.

2.2 Incident impacts on microscopic driver behavior

One existing study investigated the impacts of incidents on the microscopic behaviors of drivers. The study collected empirical trajectory data using a digital camera mounted under a helicopter (10). The analysis showed considerably different behaviors between driving under normal conditions and driving at the incident sites. It was found that at incident sites, drivers choose a longer headway, have higher reaction time, and reduce speed. These behavioral changes lead to queue discharge rates during incident conditions that are between 60% to 75% of the normal queue discharge rate per lane, according to the study.

2.3 Incident impacts on strategic driver behavior

The study of incident impacts on driver behaviors have focused on changes at the strategic behavior level, particularly changes in the route choice behavior. Several researchers have used the stated preference approach to determine the percentage of travelers changing trip decisions in response to information disseminated by advanced Traffic Information Systems (ATIS). The studies concluded that, based on these types of surveys, the disseminated information can result in up to 60% to 70% of the freeway traffic exiting the freeway ahead of an incident location [11-14]. However, limited information is available about the actual diversion due to traveler information as reflected by revealed preference or field measurements. Several European field studies have found that dynamic message signs (DMS) compliance rates range between 27% to 44% [15]. Knopp et al. [16] found that for major incidents, up to 50% of travelers take another route.

Luk and Yang [17] developed a simulation modeling framework to assess the performance of ATIS under different conditions. They assumed the average diversion rate to be 15% and the highest diversion rate to be 30%. Cragg and Demetsky [18] used the CORSIM microscopic simulation tool to analyze route diversion strategies from freeways to arterial roads. The study concluded that there was often an optimal diversion percentage beyond which the system delays increased. This diversion percentage is expected to be different for different systems depending on traffic and incident conditions on the original and alternative routes.

3. Utilized its data

As stated earlier, the objective of this paper is to investigate the use of archived ITS data to support the simulation of incidents and incident management activities. The Florida Department of Transportation (FDOT) districts have installed traffic detectors to collect traffic parameters for operational purposes. The detector data have been stored in what can be referred to as operational databases that include volume, speed, and occupancy measurements by lane at short time intervals (20 to 30 seconds). The FDOT has also investigated storing the data in a data warehouses for long-term use. As part of this investigation, the Statewide Transportation Engineering Warehouse for Archived Regional Data (STEWARD) has been developed as a proof of concept prototype for the collection and use of ITS data in Florida [19]. The current effort has concentrated on archiving point traffic detector data and travel time estimates. The STEWARD data warehouse includes data checking, filtering, cleaning, and imputation processes to ensure the quality of the traffic detector stored data. The data can be aggregated at the 5, 15, and 60-minute aggregation levels.

In addition, the traffic management centers in Florida maintain detailed incident management archives. The incident archives include incident timestamps (detection, notification, responses, arrivals, and departures), incident ID, responding agencies, event details, chronicle of the event, and environmental information for all incidents in the region. This study uses the data stored in the STEWARD data warehouse and incident management archives in Florida. Although this study uses Florida ITS data archives in the analyses, the results are applicable to the use of ITS data archives in other regions.

4. Methodology

The availability of detailed incident and traffic detector data from ITS data archives allows the identification of important parameters required to model incidents in simulation models. These parameters include traffic demands during incident conditions, diversion rates, capacity reductions due to incidents, and the resulting im-
pacts on various performance measures. This section describes the estimation and use of these parameters for simulating incident conditions. The CORSIM microscopic simulation tool is used to illustrate this use. However, similar procedures can be used for other simulation tools.

Simulating incident impacts on traffic requires the following steps:

a) Estimation of traffic demands during no-incident and incident days;
b) Estimation of capacity during incident and no-incident conditions;
c) Fine-tuning of simulation model parameters with the objective of producing, in the simulation, the capacities estimated for incident and no-incident conditions; and
d) Fine-tuning of simulation model parameters to produce observed performance measures based on traffic detector data.

These steps are discussed in the next section.

4.1 Estimation of traffic demand

The first challenge in setting a simulation model for incident conditions is to estimate the traffic demands during these conditions. In a previous study [20], the authors of this paper developed procedures to estimate the demands in a system based on archived ITS detector data. However, during incident conditions, the measured volumes by the ITS system are severely constrained by the remaining capacity at the incident location and in many cases the queues extend well beyond the simulated system boundary, preventing the direct estimation of the true demands for each interval based on detector measurements. Thus, a procedure was developed in this study to estimate the traffic demands based on other day volume measurements combined with the incident day volume measurements.

First, the k-means clustering algorithm, discussed in a previous study by the authors [20], was used to identify “typical” days that are expected to have similar traffic demand patterns to the incident day when there is no incident in the system. The algorithm utilizes the time-variant detector measurements at each detection station to classify the days into groups with similar traffic patterns. By examining these patterns, the analyst can clearly identify the typical day pattern.

The average demands for the typical days were then calculated and used as initial estimates of the demands during the incident day. These average demands were then adjusted to account for the expected difference between the average demands of the typical days and the demands during the incident day. The demands during the incident day are expected to be different from the average demands due to two reasons: the stochastic variations in demands between days and traffic diversions due to incident conditions. As stated above, because of the constrained traffic conditions, the true demands during incident conditions are difficult to estimate for short time intervals based on traffic detector measurements. However, it is possible to calculate the differences in the cumulative traffic volumes between the average day and the incident day. These differences in volumes can be used to estimate the differences in demands between the average and the incident day, as long as the compared accumulations of volumes include all the demands before the queue formation, during the queue, and after the queue discharge, as shown in Figure 1. The accumulated difference in demand can be distributed uniformly among the time intervals impacted by the incident.

![Figure 1 Estimation of the difference between the demands during average and incident day](image-url)

The above analysis should be repeated at all detector locations since the diversion rates at each location are expected to be different depending on the locations of the diversion points for the particular incident under consideration. This will allow the determination of the mainline, on-ramp and off-ramp demands for the incident day at different corridor locations based on the calculated differences from the average demands of the typical days.

4.2 Estimation of capacity

The next step is to estimate the capacity during incident and no-incident conditions for each highway segment. For no-incident conditions, this could be achieved at bottleneck locations by plotting the fundamental diagrams at various detector stations based on ITS data and determining the maximum traffic flow from the diagrams. However, if the simulated segments do not exhibit recurrent congestion, the measurements on the congested side of the fundamental diagram will be insufficient to allow for the plotting of the full diagram. In these cases, the capacity for no-incident conditions can be estimated using the HCM procedures [2].
The drop in capacity due to the incident can be estimated using values reported in the Highway Capacity Manual [2] or in the literature [6-8]. As stated earlier, the HCM estimates the remaining capacity during incident conditions as a function of the number of blocked lanes (or shoulder) and the number of lanes of the highway segment under consideration. However, if detector measurements are available, the remaining capacity during incident conditions can also be estimated based on volume measurements at a detection station downstream of the incident location. This will be discussed in more detail later in this paper.

4.3 Adjusting simulation parameters for capacity assessment

The next step is to fine-tune a number of calibration parameters in the selected simulation tool to achieve the measured or expected capacities during incident and no-incident conditions. Based on past experiences with simulation studies, Volume 4 of the FHWA Traffic Analysis Toolbox [5] identified a few CORSIM input parameters for adjustment when calibrating freeway capacity for no-incident conditions. These parameters include the car following sensitivity factor and multiplier, lag acceleration and deceleration time, and Pitt car following constant.

CORSIM has a set of incident-specific parameters that can be used for modeling incidents. However, unlike the capacity for no-incident conditions, there is limited work to guide the analyst when selecting appropriate values for these parameters. The incident-specific parameters in CORSIM include lane blockage details (number, location, and duration), rubberneck factor, incident length, and incident warning sign location. To model the capacity drops during incidents, CORSIM allows the analyst to specify what lane(s) are blocked in addition to a rubberneck factor for each adjacent lane. Incidents in CORSIM can be specified at any longitudinal position on a freeway link, can extend over a user-specified length of the roadway, and have a start and end times.

CORSIM uses the rubberneck factor (in a percentage) to increase the time headway between vehicles, reflecting driver distraction while observing the incident. This in turn will result in a reduction in the capacity of the lanes that are adjacent to the blocked lanes or shoulder. The default value for the rubberneck factor is zero. CORSIM also allows the specification of the incident length, which is the length of the roadway affected by the incident. The CORSIM User Manual recommends estimating the incident length as the number of vehicles involved in the incident plus one vehicle length. For example, in a two-vehicle collision with an assumed vehicle length of 20 feet, the manual recommends coding a 60-foot incident length [21]. As discussed below, it was found that coding this length is not adequate to produce the expected drops in capacity due to incidents.

The impacts of varying the rubberneck factor and incident length parameters on the drop in capacity due to incidents was investigated by modeling a simple hypothetical system consisting of a single lane link. The incident length was varied from 60 ft to 2,500 ft and the rubberneck factor was varied between 35% and 90%. Figure 2 shows that the effect of the rubberneck factor depends on the coded length of the incident. For short lengths, the effect of the rubberneck factor on reducing capacity is very small.

In fact, for the 60-ft incident length recommended by the CORSIM user manual as discussed above, the resulting drop in capacity is zero for all rubberneck factors investigated. As stated earlier, CORSIM uses the specified rubberneck factor to increase the time headways between vehicles. If the specified incident length in the simulation is too short, this change cannot be fully achieved and thus the capacity will not drop to the expected levels. As can be seen in Figure 2, the full impact of the rubberneck factor on capacity drop is achieved at an incident length of 1,000 ft. The recommendation of the user manual that leads short incident length to be specified in the inputs should be revised based on the above results.

Another incident parameter in CORSIM is the warning sign upstream of the incident. This warning sign represents a location at which vehicles start changing lanes in response to the specified lane blockage. The default value for the warning sign location is 1,500 ft ahead of the incident. In the investigation undertaken by this study, varying the warning sign location did not have a significant effect on the capacity drop. However, as discussed in the next section, the sign location was found to have significant effects on the other performance measures assessed when simulating incidents.

4.4 Parameter adjustment based on other measures

In addition to the drops in capacity calibrated as described above, simulation models should be able to replicate the changes in performance measures such as throughputs, speed, occupancies, and queue measures at different locations of the system due to incidents. These measures can be estimated based on data collected by detection stations. Based on a detailed investigation conducted in this study of a variety of input parameters to CORSIM, it was found that the parameters that affect the performance measures during inci-
dent conditions are the deceleration for non-emergency conditions parameter and the location of the incident warning sign parameter.

5. Case study

A case study is presented in this section to explore the use of the processes discussed in the previous section to support the simulation of incident conditions based on ITS data. The case study includes the simulation of three incidents located on the eastbound section of the SR 826 limited access highway in Miami, FL. The simulated corridor includes six interchanges and begins west of the NW 67th Avenue interchange and ends east of the NW 12th Avenue interchange with a total length of 6.5 miles. The simulation was conducted using the CORSIM microscopic simulation tool for weekday traffic conditions between 4:00 AM and 11:00 AM. Each scenario was run ten times using ten different random seed numbers and the reported results in this study are based on the averages from these runs.

First, the corridor was simulated for an average no-incident weekday. Then, the simulation was conducted for three different incident days. All selected incidents were one-lane blockage incidents located on the SR 826 eastbound (EB) at locations that are in close proximity to each other. The three incidents occurred in the morning peak period and were detected by the traffic management center (TMC) between 7:39 AM and 7:50 AM. Figure 3 depicts the incident locations and nearby microwave detections stations in SR826.

5.1 Estimation of traffic demand

As described in the Methodology section, the demands for the incident days were estimated based on the difference between the cumulative volumes during the incident days and the average demands of the no-incident days. It was found that the differences between the incident days and the average no-incident days at the incident locations were 4%, 22%, and 4% for Incidents 1, 2, and 3, respectively. The lane blockage duration of Incident 2 was very long compared to Incidents 1 and 3. Thus, the estimated demands for the incident days show the expected trend of higher diversion rates with longer incident durations. The difference between incident and typical day demands was obtained for each detection station to allow the calculation of the mainline and ramp demands.

5.2 Estimation of no-incident capacity

During no-incident conditions, SR 826 EB does not have mainline bottlenecks that result in recurrent congested operations. Thus, it was not possible to estimate the segment capacity based on detector measurements. This study estimated the no-incident highway capacities of the corridor segments using the HCM procedures [2]. The capacity for the three-lane segment on which the three incidents occurred was estimated to be about 2,200 vphpl (vehicle per hour per lane).

5.3 Estimation of capacity drop

Figure 4 shows the time series for throughput and speed measurements at the three incident locations based on data extracted from the STEWARD data warehouse. Region I in these figures is the region of lane blockage while region II is the congested period after lane clearance (the queue discharge period).

It is interesting to note the following for the three investigated incidents based on Figure 4:

Just after the incidents occurred, the capacity dropped to between 2,600 and 3,000 vph, depending on the incident considered. This constituted a 54% to 60% drop in capacity, assuming a 6,600 vph no-incident capacity. The drop in capacity due to one-lane blockage incidents on three-lane segments is 51% according to HCM [2]. Qi and Smith [7] estimated the average drop in capacity to be 63%, as described earlier.

During the lane blockage period for incidents 1 and 2, additional significant drops in capacity occurred (down to 1,000 vph in the case of incident 1 and 1,800 vph for incident 2). Further examination of the incident management database indicated that these additional drops are due to the arrivals of fire trucks that blocked additional lanes during incident management activities.
The magnitudes of the drops are expected to be functions of incident attributes and the intensity of incident management activities at the incident sites. This dynamic nature of lane blockages during the incident management process may need to be modeled when simulating incident conditions.

After lane clearance, the queue starts dissipating. However, the queue does not dissipate at 6,600 vph, which is the estimated capacity of the section but at lower rates. The queue discharge rates were 4,000, 4,500, and 5,400 vph, for Incidents 1, 2, and 3, respectively. These rates correspond to 39%, 32%, and 19% reductions in segment capacity. There are two reasons for not achieving the estimated capacity of the section during queue discharge. First, when the incident is moved to the shoulder, the presence of the involved vehicles and emergency vehicles on the shoulders still result in drops in capacity due to rubberneck effects. The HCM [2] estimated that crashes with emergency vehicles on the shoulder drop capacity by 17% on three lane freeways. Knopp et al. [8] found that the queue discharge rate is reduced by 30% due to shoulder incidents. Another factor that affects the maximum throughput during the queue discharge period is that the rate at which a queue is discharged is expected to be lower than the capacity as defined by the HCM. The results of this study show that the queue discharge rate vary between 4,000 and 5,400 vph, indicating that this rate is a function of the intensity of emergency vehicle operations and the nature of the incident scene on the shoulder.

5.4 Adjusting simulation parameters for assessment of capacity

The next step is to adjust the simulation model parameters to ensure that the simulation model is able to produce the capacity during incident and no-incident conditions. For no-incident conditions, the lane capacity was reproduced in the simulation by adjusting the values of two parameters: the car following sensitivity factors and the lag acceleration and deceleration times. As stated earlier, these parameters have been used in previous studies to adjust the assessed capacity in CORSIM applications [4].

The next step was to fine-tune other parameters in the simulation model to allow the simulation to replicate the drops in capacity due to incident lane blockages, as observed in the real-world. To achieve these drops in the CORSIM simulation model, a search was performed to find the values of the rubberneck factor, incident length, and lane blockage that produce the capacity drop levels during the incident period.

Figure 5 shows the drop in throughputs in the real-world and the simulation model with the fine-tuned incident calibration parameters for the three incidents. It was found that CORSIM was able to reproduce the capacity reduction fairly accurately with a moderate level of effort. As stated earlier, there were three different throughput levels during Incidents 1 and 2, and two different throughput levels during Incident 3. It was possible to replicate these levels in the simulation as shown in Figure 5 by coding time varying rubberneck factors and an incident length of 1,000 ft. The values of the rubberneck factor that produced the observed drops in capacity due to one-lane blockage (54% to 60% drop in capacity, as discussed in the previous section) ranged from 70% to 80% for the lanes that are adjacent to the blocked lanes. For the queue discharge phase, the required rubberneck factors were 70%, 65%, and 50% to produce the observed drops in capacity for Incidents 1, 2, and 3, respectively.
5.5 Parameter adjustment based on other measures

In addition to the drops in capacity calibrated as described above, it is important that the simulation models are able to replicate the changes in performance measures, such as throughputs, speeds, and occupancies. In order to compare the simulation results with traffic detector field measurements, the traffic detector readings in the simulation model were extracted at 20-second intervals and aggregated at 5-minute and 15-minute intervals for comparison purposes.

As stated in the methodology section of this paper, two parameters were found to impact the performance measures when fixing the assessed segment capacity in CORSIM: the deceleration for non-emergency conditions parameter and the location of incident warning sign parameter. These parameters were varied to obtain the best goodness of fit between the observed and simulated measurements. Three measures were used to evaluate the goodness of fit of the throughput and speed measurements under incident and normal conditions. These measures were the absolute mean percent error (AMPE), the normalized root mean square error (RMSN), and the root mean square percent error (RMSPE).

Table 1 shows the aggregated values of these measures for all detection stations during the period of analysis. Table 1 indicates that, for all simulated conditions (i.e., the no-incident and three incident conditions), the deviations of the simulated throughputs from the measured throughputs as measured by the RMSN and RMSPE were between 12% and 15%. The AMPE for the throughput ranged from 1% to 10%. It thus appears that the goodness of fit of throughput measurement for incident conditions was as good as those for no-incident conditions. However, Table 1 shows that the RMSN, RMSPE, and AMPE for speed measurements were higher for incident conditions (7% to 14%) compared to normal conditions (1% to 5%). This is to be expected, since unlike incident conditions, the normal conditions are free-flow conditions that are easier to simulate.

5.6 Investigation of the significance of the modeling efforts

This section includes a discussion of the simulation model performance when different approaches were used to simulate the incident. These approaches varied in the level of effort required to collect and use ITS data, and to fine-tune the model parameters. The comparison was made based on the simulation of incident 1, as introduced earlier in this paper. The following approaches were investigated and are sorted below based on the increasing level of effort required:

Case IC1: In this case, a one-lane blockage was coded with no rubberneck factor. This is the least effort required to code a one-lane blockage incident. This case used only the lane blockage duration in the incident database.

Case IC2: This case involves the use of the rubberneck factor (RF) in addition to lane blockage specifications to produce the capacity reductions as suggested by the HCM [2]. This case does not require ITS data but requires the fine-tuning of the incident simulation parameters to achieve the predetermined capacity drops due to incidents.

Case IC3: This case is similar to case IC2 but is based on the capacity reductions during lane and shoulder blockage incidents reported by Knopp et al. (8) rather than those suggested by the HCM [2].

Figure 6 shows the simulated throughput and speed measurements as compared to real-world detector measurements (from the STEWARD data warehouse) for selected detector locations during Incident 1. As shown in this figure, the calibrated CORSIM model was able to reproduce reasonably well the spatial and temporal variations of the observed volume and speed measurements.
Case IC4: In this case, the rubberneck factors were adjusted to produce the observed capacity reductions based on ITS detector data. As discussed earlier, there were three different capacity levels during the period impacted by incident 1. In Case IC4, all three levels of capacity drops were replicated.

Case IC5: This case is the same as Case IC4 but with the adjustment of the incident sign location in an attempt to reproduce the observed detector measurements.

Case IC6: This case is the same as Case IC5 but with the adjustment of the non-emergency deceleration in an attempt to reproduce the observed detector measurements.

<table>
<thead>
<tr>
<th>Case</th>
<th>Change to Input Parameters</th>
<th>Time to dissipate the Queue (min)</th>
<th>Average Time in Queue (min)</th>
<th>Average Queue Length (miles)</th>
<th>Maximum Queue Length (miles)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Observed Values</td>
<td>125.0</td>
<td>89.5</td>
<td>3.6</td>
<td>4.9</td>
</tr>
<tr>
<td>IC1:</td>
<td>Code one-lane blockage only</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>IC2:</td>
<td>Adjust RF to produce capacity reductions based on HCM</td>
<td>50.0</td>
<td>41.8</td>
<td>0.7</td>
<td>0.8</td>
</tr>
<tr>
<td>IC3:</td>
<td>Adjust RF as recommended by Knopp et al. [8]</td>
<td>95.0</td>
<td>74.3</td>
<td>1.7</td>
<td>2.0</td>
</tr>
<tr>
<td>IC4:</td>
<td>Adjust RF to produce observed capacity reductions</td>
<td>105.0</td>
<td>79.8</td>
<td>2.3</td>
<td>2.7</td>
</tr>
<tr>
<td>IC5:</td>
<td>Adjust RF and Sign Location</td>
<td>110.0</td>
<td>81.2</td>
<td>2.2</td>
<td>2.7</td>
</tr>
<tr>
<td>IC6:</td>
<td>Adjust RF, Sign Location, and non-emergency deceleration</td>
<td>120.0</td>
<td>94.3</td>
<td>2.9</td>
<td>4.1</td>
</tr>
</tbody>
</table>

Table 2. Queue measures based on simulation outputs and Real-World measurements.

6. Conclusion

It can be concluded from the results presented in this study that, when simulating incident conditions, the analyst should fine-tune simulation model parameters to produce the expected or measured drops in capacity during incidents and the expected impacts of incidents on various performance measures. Simply specifying lane blockages is not sufficient to produce the expected impacts of incidents in the simulation.

ITS data can provide valuable information to support the simulation of incidents. Data from existing ITS deployments allow the validation and calibration of simulation models based on macroscopic measures. However, IntelliDrive technologies will provide a significantly richer data source that will allow the validation and calibration of simulation models based on microscopic traffic parameters.

Traffic detector data combined with incident management data provide information that is critical to the successful use of simulation for the modeling of incidents. The analysis of ITS data indicates that there are different levels of capacities during the periods impacted by lane-blockage incidents. The first level is associated with the drop in capacity due to the initial blockage of lanes by the incident and the associated rubbernecking effects. The second drop in capacity can occur due to emergency vehicle operations that may block additional lanes. This drop in capacity is expected to be a function of the intensity of emergency vehicle operations and the nature of the scene of the incident. The lanes originally blocked may be opened gradually during the incident period. For example, a two-lane blockage incident may become a one-lane blockage incident, if one of the two blocked lanes is opened. Emergency vehicle operations on the shoulder after opening the blocked lanes may also impact the segment capacity due to the rubbernecking effects. Again, this is expected to be a function of the intensity of emergency vehicle operations and the nature of the scene of the incident. Thus, in this study, modeling the dynamic nature of capacity during the incident is found to produce better simulation results.
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